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The following paper introduces a computationally effective way of finding
and utilizing maximum entropy problem boundaries for up to three dimensional
cases. The application of the results is concentrated on financial options pricing
and reverse distribution calculation. Based on market information in form of
current option prices a distribution of future states is constructed. Using the
suggested approach it will be possible to identify cases, where no solution to the
maximum entropy problem exists, and parameters, for which a feasible solution
can be reached.
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Introduction. The maximum entropy approach is being widely studied for its
applications in different fields [1–4] including mathematical finance. The majority
of such researches are done utilizing Shannon’s information entropy [5] as their
base starting point. Quite recently this approach has been applied in financial deriva-
tives, more precisely, given a set of European call option prices a discrete distribu-
tion corresponding to a state maximum entropy can be calculated, resulting in mar-
ket implied expectations that contradict the current market information the least [6].
Later, using Legendre transform, it has been shown that the above-mentioned distri-
bution is unique in the family of risk-neutral measures that maximize the entropy [7].
The problem has been also considered without use of Lagrange multipliers, but
analyzing it within the partially finite convex programming instead, still yielding
consistent results [8]. Another variation was employing risk neutral moments as alter-
native constraints to option prices [9]. Maximum entropy concept has also been used
as a non-parametric approach in pricing of American options [10]. We shall discuss
the case of European call options and try to find bounds for option prices, so that a
solution to the maximization problem exists. By theory, in the discrete case, the price
of a European call option should be equal to the mathematical expectation of future
pay-offs’ discounted value, thus lying in their convex hull. In reality, actual market
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prices may be biased from the theoretical ones [11] and lie out of the convex hull.
We will address that issue and find a minimal value of a future price to be considered,
so that a solution to the maximization problem exists, and so one can proceed to a
maximum entropy calculating algorithm without worrying about whether or not it’s
going to be applied on an empty set, giving inconsistent results. The case of a three
dimensional space is especially interesting, as in practice most of the options trading
volume is concentrated in up to three different strike prices.

The Principle of Maximum Entropy. The maximum entropy principle seeks
a distribution, which maximizes the entropy while satisfying predefined linear con-
straints. As it has been shown [2], if there is a non-empty set of vectors x such that

Ax = b, (1)
where b ∈ Rn, A is an operator of maximal rank (this is a necessary condition, as
later the inverse of corresponding Hess matrix will be needed), then using Newton–
Raphson’s algorithm, be it modified or not, one can calculate a discrete distribution
p, which satisfies:

Ap = b, (2)
n

∑
i=1

pi = 1, pi ≥ 0, (3)

S(p) =
n

∑
i=1

pi ln(pi) is maximal. (4)

In case of European call options, the matrix A represents future payouts and is of the
following form: (X1−K1)

+ (X2−K1)
+ . . . (Xn−K1)

+

...
...

. . .
...

(X1−Kn)
+ (X2−Kn)

+ . . . (Xn−Kn)
+

 (5)

where by x+ is denoted max(x,0), Ki represents the i-th strike price, which corre-
sponds to bi, the future accumulated value of option’s current price. The choice of
vector X = (X1, . . . ,Xn), i.e. future prices of the underlying asset, for which we wish
to calculate probabilities, is arbitrary. However, nevertheless the fact that Newton–
Raphson’s method will seek the solution in case it exists, the choice of X heavily
affects the existence of the solution. We will hereby address the problem of finding
boundaries for the existence of solution and how to solve it.

Existence of the Solution. Assume we have denoted the strike prices in an
ascending order, i.e. K1 < K2 < · · ·< Kn, also let’s assume that n is fixed and is equal
to 3 (the case for lower dimensions can be considered analogously). Notice that the
matrix A has a quite convenient form like0 a b · · ·

0 0 c · · ·
0 0 0 · · ·

 , (6)

where a,b,c, . . . are positive scalars. So for any column of A Xi which is smaller than
K1 will be a null. Proceeding columns that have a value of Xi between K1 and K2 will
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have one positive coordinate, and so at each step of passing over the next Ki a new
dimension will be gained. So one can deduce that the set of basis vectors is

K2−K1
0
0

 ,

K3−K1
K3−K2

0

 ,

K3−K1 + t
K3−K2 + t

t

 , (7)

for arbitrary t > 0. The resulting convex hull of these vectors (together with the zero
vector) is illustrated in Fig. 1. We denoted the vectors of the illustration below as
followed: A = (0, 0, 0), B = (K2 − K1, 0, 0), C = (K3 − K1, K3 − K2, 0),
D = (K3−K1 + t, K3−K2 + t, t), S = (b1, b2, b3).

 Fig. 1. 

As we see, S may not be in the convex envelope of {A,B,C,D}. The only
dynamic point in this system is D, it depends on the increment t, which corresponds
to the maximum scalar of the vector X . By changing it, we can move the ABD plane
“up” (where “up” direction means (1, 0, 0), i.e. the Z-axis), until it crosses the point
S. The ABD plane converges to its limit as t→ ∞.

P r o p o s i t i o n 1. The angle between vectors AD and AI, where
I = (1, 1, 1) converges to 0 as t→ ∞.

P r o o f . Let α denote the angle between unit vector AI and AD, then it’s
easy to show that

lim
t→∞

cosα(t) = lim
t→∞

〈AI,AD〉
‖AI‖‖AD‖

= 1. (8)

The angle between AD and AI converges to 0, so S should be below ABI plane. On
the other hand, S should also be above planes BCD and ACD. This conditions can
be easily checked by calculating the normal of those planes and using the right hand
thumb rule, resulting in the following. �

P r o p o s i t i o n 2 . Vector S will be in the convex hull of vectors {A,B,C,D}
if and only if the inequalities below hold:

〈CS, [−1,−1,0]〉 ≥ 0, (9)

〈CS, [K3−K2,K1−K3,K2−K1]〉 ≥ 0, (10)

〈AS, [0,−1,1]〉 ≤ 0. (11)
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Next, we wish to find t such that S ∈ ABD. To do this we note that the normal
of plane ABD is of the form

[0,−t,K3−K2 + t]. (12)

Thus, t should be chosen to have AS orthogonal to the normal of ABD, result-
ing in the final statement.

P r o p o s i t i o n 3 . The minimal value of t for which a probability vector
p satisfying conditions (2) and (3) exists is

t =
b3(K3−K2)

b2−b3
. (13)

Since the options with higher strikes have lower prices, b1 > b2 > b3, t will be
positive. The following two illustrations (Figs. 2 and 3) show the transition of plane
ABD into ABD′, notice also that S belongs to ABD′.

 Fig. 2. 

 Fig. 3. 

Conclusion. Let Xi = Ki, i = 1 . . .3, in the three dimensional form of matrix A
given by (5) and let the fourth column of A be [K3−K1 + t,K3−K2 + t, t] for some
t. Then if a vector p satisfying (2) and (3) exists then the minimal value of t is
given by (13). The above mentioned result can speed up the calculations, since no
time will be wasted on maximizing entropy over an empty set or trying to randomly
choose X such that a solution exists, providing a convenient tool for finding the
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minimum necessary price needed and start entropy maximization from there. If one
implements it to the maximum entropy distribution searching modified algorithm [12]
it may automatically assign a minimum value to the price vector’s last entry, so that
a feasible solution will be found.
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